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[bookmark: _Ref192170341][bookmark: _Toc220919724]Introduction
Norfolk County Council is looking to purchase network equipment and services to replace its existing legacy Huawei based network solution, Wi-Fi, Firewalls, switch gear, access points and optionally the content filtering solution. This will also support and enhance the existing zero trust network strategy. These services are used by all staff across Norfolk County Council and some partners.
These services will be deployed across Norfolk's circa 200 locations in Norfolk accessed by our 8500 staff, libraries, museums and Fire and Rescue service.
Norfolk County Council is seeking to ensure we have a complete seamless solution, following industry best practice, drawing on a modern approach to technology and design

Norfolk County Council’s Local Area Networks and Wide Area Networks have historically underpinned all the Authorities business services and were therefore considered crucial infrastructure. 
NCCs continued drive towards cloud-based delivery of services and the availability of fast, cheap, and reliable internet connectivity into NCCs office environment has meant that how we deliver network services to the authority has been rapidly changing.
NCC currently operates an SD (Software Defined) based WAN (Wide Area Network) and LAN (Local Area Network). This was subsequently supplemented with a zero-trust based network access model delivered using DIA (Direct Internet Access) circuits from all WAN sites or when working from remote locations.
Elements of a SASE (Secure Access Service Edge) model have been applied to specific portions of the NCC IT service.
This strategy document defines the individual aspects of the NCC network, along with the current service descriptions and how it aligns with a full zero trust network model and any potential gaps. Any current issues and restrictions are also detailed.




[bookmark: _Toc220919725]Strategic Objectives
The strategic objective is to replace all Huawei based network equipment in a phased approach, in a manner that reduces financial impact to the authority while ensuring overall service resilience and security compliance is maintained.
The procurement timeline will be driven by services or equipment that:
· Are, or will, become end of life.
· Has points of failure that would cause significant business disruption.
· Are becoming increasing difficult to support including the purchase of replacement components.
The majority of the physical network infrastructure is Huawei based. However, all non-Huawei equipment will also be replaced where there is a need to do so using the criteria detailed above.
An additional objective for NCC is to expand on the existing zero trust network model as defined in section 5, where:
· It provides a benefit to NCC and is not already adequately fulfilled by another product or process.
· There is a security vulnerability.
[bookmark: _Hlk210295200]Devolution
NCC is in the early stages of a devolution programme, with the creation of a single Norfolk & Suffolk mayoral combined county authority. This is likely to include the police and fire services.
All contracts and licences associated with the new service must be transferable to the new unitary authority(s) and be able scale up or down to meet the requirements.
Local Government Reorganisation (LGR)
NCC is in the early stages of a Local Government Reorganisation, with the creation of one or more unitary authorities that will replace the existing 8 council authorities within Norfolk (7 district authorities and 1 county council).
All contracts and licences associated with the new service must be transferable to the new unitary authority(s) and be able to be scaled up or down to meet the requirements.
Key Benefits
The redesign of the core network service, including the replacement of the Huawei based physical network infrastructure and the expansion of the current NCC zero trust network model will:
· Allow the introduction of a more cloud centric service, which will:
· Reduce complexity
· Remove potential points of failure
· Improve overall service security, including improved data loss protection
· Improved digital transformation ability, with the increased ability to react to future technological developments and the outcomes of the LGR
Procurement principles
All replacement network hardware or services should consider the zero trust network model. Where services are procured over an extended timeframe all procurements should be mindful of future compatibility.
The prioritisation order for the procurement of new or replacement network services is detailed below. However, all zero trust based services as defined in section 5 can be included for consideration where they form part of a wider product set, significantly improve overall service or are within any budget constraints.
It is expected that any deployment will take an extended period. Attention must be given to ensure the compatibility of each element of the final solution.


Table 1. Procurement elements and EoL dates
	EoL or Licence expiry Date
	Element

	01/08/2025
	5.102 Virtual infrastructure switches
5.103 WAN Core GRE routers (will be removed)

	01/11/2026
	2.4.2 Cisco Umbrella 
2.4.4 Client firewall – Microsoft defender

	01/04/2026
	5.108 Core DC Firewalls (Huawei USGs)
5.111 Wireless (initial deployment to relieve capacity issues)

	01/08/2026
	5.100 Core L3 switches
5.101 L2 & L3 DC switches
5.105 Network Authentication/RADIUS/TACACS
5.106 Network management (esight)

	01/04/2027
	5.110 WAN routers
5.111 Wireless
5.112 LAN Switches




[bookmark: _Toc220919726]Guiding Principles

The Norfolk County Council network service should meet all NCCs strategic objectives and industry best practices. The overall guiding principles for the updated network strategy include and subsequent procurement are:
Zero-trust networking
The existing overarching strategy of a Zero-trust network architecture should be adhered to and enhanced wherever possible. This will drive out complexity, reduce cost, and improve resilience and security.
The security and trust of the endpoints, including NCC client devices, cloud services and the demarcation point of application services that remain hosted within the NCC data centres is critical.
If necessary, this could integrate existing services, such as Cisco Umbrella or Meraki firewalls, replace said services, or work in parallel with them.
Cloud network strategy
NCC has adopted a ‘Cloud first where appropriate’ approach. All cloud hosted services will be assessed carefully against internal hosting, using the following criteria:
· Cost
· Security requirements
· Performance requirements
· Resilience requirements
· Application/Service importance 
Internally hosted services will still be considered where appropriate.
However, where on site hosting is the preferred option, all services must be designed with full resilience, with pre-go-live, and annual thereafter, resilience testing.
Where services are cloud managed, they should continue to operate in the event of a connection failure to said cloud. However, where subscription-based services are offered, these should be carefully considered for cost/benefit.
All services should be capable of being centrally/internet managed.
Asset reuse
Cost reduction remains a key driver for NCC, wherever possible the reuse of existing assets should be considered, particularly where assets require minimal management or intervention. However, the following should be carefully considered:
· Security; does the reuse of assets compromise security.
· PSN accreditation; does the reuse of assets compromise NCCs PSN certification.
· Management: does the reuse of assets compromise NCCs ability to manage equipment in a manner that causes a potential increase to downtime, or an increase in cost to manage said assets.
· Product support: Is the product still supported by the vendor, with security patches and updates available. If not:
· Does the product need ongoing vendor support or updates

User Experience & resilience
All client devices must have a consistent user experience, regardless of where they are connecting to the network; from the County Hall campus, a WAN site, or from a public/home network.
Wherever possible it should be possible to monitor the status of the user experience, this could include response times, latency, jitter and access to activity logs etc.
This could also include a real time dashboard for key service and sites.
The service should be fully resilient. All core services should have no single point of failure. 
Full use of new or alternate technologies must be considered. This could include the reduction of physical devices, with a move to a cloud virtualised laptop environment that is accessible from any HTML5 compatible browser.
Secure by Design
All new network services should have security considered and designed in at all stages, and from the start.
All new services should take into account NCC’s PSN requirements and be fully supported for security updates for the life of the contract.
Supports a likely future aim of full accreditation to the new Cyber Assessment Framework (CAF).
Cost Savings
Wherever possible, cost savings should be sought.
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Norfolk County Council serves a population of approximately 850,000, delivering a range of services from corporate and ‘service specific’ sites. 
NCC Departments
· Adult Social Care Services, including Learning Difficulties.
· Children’s Services.
· Customer Service, including a 60 seat Customer Service Centre, which answers approximately 200,000 calls a year. There are also a series of face-to-face outlets and electronic service delivery channels.
· Democratic Services, including support for 84 elected members.
· Community Safety (for example Trading Standards) and Emergency Planning which co-ordinates the management of incidents across Norfolk.
· Community and Environmental Services including Libraries, Museums, Adult Education, Hethel Engineering Centre, managing Norfolk's waste, gypsy, roma and traveller liaison, highway maintenance, street lighting, gritting roads, planning, trading standards, park and rides, public transport and traffic control, delivering the Better Broadband for Norfolk programme.
· Support Services including Finance, HR & Payroll, Legal Services and ICT.
· Norfolk Fire and Rescue


Staff
The Council has approximately 9,000 ICT users and 8,000 workstations. All staff and third parties have remote access to ICT services.

Partners/Agencies
The Council provides ICT Services for Great Yarmouth Borough Council and works with multiple partner agencies. Strategic partners such as our Environmental Services contractors, working together with Health Professionals, often work at NCC offices. NCC staff also work at partner/agency offices, for example NCC social workers in hospitals.








0. [bookmark: _Toc513194700][bookmark: _Toc220919728]Norfolk County Council Business Units
Norfolk County Council operates multiple business units, each with distinct business objectives. The level of support provided by the D&T (Digital & Transformation) department will vary. Business Units include:
· NCC Corporate. Including:
· Adult Services
· Children’s Services
· HR
· Customer Services
· Finance
· Business Support
· Community and Environmental
· Democratic Services
· Libraries and Museums
· Norfolk Fire and Rescue
· Great Yarmouth Borough Council

[bookmark: _Hlk210295233]Norfolk County Council is currently undergoing two major reorganisation programmes:
Devolution
The creation of a Norfolk and Suffolk mayoral combined County Authority.
Local Government Reorganisation (LGR)
The creation of one or more unitary authorities to replace the existing 8 council authorities within Norfolk (7 district authorities and 1 county council).

The outcome of these programmes may affect the number of business units, the number of staff and number of offices that Norfolk County Council operate.
 


1. [bookmark: _Toc220919729]Zero Trust Network Strategy and Prioritisation
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The full high level Zero Trust Network conceptual model as defined by Gartner is detailed in Diagram 1.
NCC have already implemented elements of this conceptual model. The following table summarises where and how these have been adopted, and where potential gaps should be explored for inclusion in future procurements. 
It also includes all physical elements of the NCC network infrastructure, such as Firewalls and core L3 switches, which will form a core part of a zero trust implementation.
An additional column has been added to indicate when specific services or elements should be replaced by. This will be used where a phased procurement method is used. 
Where services have been marked to be retained, NCC is currently satisfied with the performance or function of the existing service within the Zero Trust model. However, this does not preclude NCC considering an alternate solution should it improve functionality while remaining within budget constraints.
Details of the existing NCC network architecture have been expanded on in greater detail within section 6 High Level Network Overview.


	User
	 
	 
	

	Element
	Current Service
	Requirements
	Replace by

	1.1 User Inventory
	Microsoft Entra ID
	Retain
	N/A

	1.2 Conditional User Access
	Microsoft Entra ID Conditional Access
	Retain
	N/A

	1.3 Multi-Factor Authentication
	Microsoft Entra ID and AuthLite
	Retain
	N/A

	1.4 Privileged Access Management
	Microsoft Entra ID and Policy
	Retain
	N/A

	1.5 Identity Federation & User Credentials
	Microsoft Entra ID
	Retain
	N/A

	1.6 Behavioural, Contextual ID & Biometrics
	Microsoft Entra ID and Windows Hello
	Retain
	N/A

	1.7 Least Privileged Access
	Microsoft Entra ID and Policy
	Retain
	N/A

	1.8 Continuous Authentication
	Microsoft Entra ID
	Retain
	N/A

	1.9 Integrated ICAM Platform
	Microsoft Entra ID
	Retain
	N/A

	
	
	
	

	Device
	 
	 
	

	Element
	Current Service
	Requirements
	Replace by

	2.1 Device Inventory
	 IFS Assyst
	Retain
	N/A

	2.2 Device Detection and Compliance
	No automatic processes.
All software compliance processes are completed manually as part of standard procedure
	Consider new service.
Potentially implement as part of existing InTune licence
	

	2.3 Device Authorization with Real Time Inspection
	 Microsoft Entra ID
	 Retain
	N/A

	2.4 Remote Access
	1. Microsoft AOVPN
2. Cisco Umbrella (URL Filtering only)
3. Microsoft defender for endpoint
4. Microsoft Firewall
	1. retain. Consider alternative
2. Consider replacement. 

3. Retain

4. replace
	1. N/A
2. 01/11/2026 (if to be replaced)

3. N/A

4. N/A

	2.5 Partially & Fully Automated Asset, Vulnerability and Patch Management
	1. SCCM (Manual patch deployment)
2. Microsoft AutoPatch
	1. Retain. Is being replaced by InTune
2. Retain
	N/A

	2.6 Unified Endpoint Management (UEM) & Mobile Device Management (MDM)
	1. Microsoft InTune
	1. Retain
	N/A

	2.7 Endpoint & Extended Detection & Response (EDR & XDR)
	1. Microsoft Defender for Endpoint
	1. Retain
	N/A

	
	
	
	

	Application & Workload
	 
	 
	

	Element
	Current Service
	Requirements
	Replace by

	3.1 Application Inventory
	 App Register – manually maintained
	Retain – consider replacement
	01/08/2026 (if to be replaced)

	3.2 Secure Software Development & Integration
	 Manually maintained using power apps
	Retain – consider replacement
	01/08/2026 (if to be replaced)

	3.3 Software Risk Management
	 Vulnerability and escrow management.
Manually maintained.
Auto update implemented where available
	Retain – consider replacement
	01/08/2026 (if to be replaced)

	3.4 Resource Authorization & Integration
	Windows AppLocker
	 Retain
	N/A

	3.5 Continuous Monitoring and Ongoing Authorizations
	Windows App Activity tracker?
	 Retain
	N/A

	
	
	
	

	Network & Environment
	 
	 
	

	Element
	Current Service
	Requirements
	Replace by

	5.1 Data Flow Mapping
	Manual
	To be considered 
	01/08/2026 (if to be replaced)

	5.2 Software Defined Networking (SDN)
	Partial SDN implemented
	Zero trust Network Access preferred.
Retain where necessary, such as third-party devices and libraries public terminals
	Will be included in the core network procurement

	5.3 Macro Segmentation
	VRF and VLANs implemented
	Retain
	Will be included in the core network procurement

	5.4 Micro Segmentation
	None
	considered in isolation, DC centric services only (e.g. DMZ services)
	Will be included in the core network procurement







Note* The following table is not included within the Gartner Zero Trust model. It has been included to categorise the components of the existing NCC network
	Network & Environment - Physical
	 
	 
	

	Element
	Current Service
	Requirements
	Replace by

	5.100 Core L3 switches
	Huawei 1270x
	Replace
	01/08/2026 (EoL 12/26)

	5.101 L2 & L3 DC switches
	Multiple Huawei 5730 & 5720
	Replace
	01/08/2026 (EoL 12/26)

	5.102 Virtual server Infrastructure switches – Note* not in scope of this procurement
	Cisco Nexus
	Replace
	01/08/2025 (EoL 08/25)

	5.103 WAN Core GRE routers
	Huawei NE20
	Replace or remove
	01/08/2025 (EoL 06/25)

	5.104 inter DC L2 connectivity
	Cisco Catalyst
	Retain
	N/A

	5.105 Network Authentication/RADIUS/TACACS
	Huawei Agile
	Replace or remove
	01/08/2026 (EoL 2022)

	5.106 Network Management
	Huawei Esight
	Replace
	01/08/2026

	5.107 Internet Demarcation Firewalls
	Cisco Meraki
	Either replace, retain/repurpose
	N/A

	5.108 Core DC Firewall
	Huawei USG
	Replace
	01/08/2026 (EoL 12/2027)

	5.108 Internet bearers & DDoS
	Abzorb & M247
	Retain
	

	5.109 WAN connectivity
	Abzorb DIA
	Retain
	N/A

	5.110 WAN CPE
	Huawei Routers (AR6120 etc)
	Replace
	01/08/2026

	5.111 Wireless
	Huawei APs and Huawei 1270x based controller
	Replace
	01/08/2026

	5.112 LAN Switches
	277 of Huawei switches (5730 etc)
	Replace
	01/08/2026

	

	
	
	





	Visibility & Analytics
	 
	 
	

	Element
	Current Service
	Requirements
	Replace by

	7.1 Log All Traffic (Network, Data, Apps, Users)
	LogPoint
	 Retain (moving to Replace). Consider alternative
	01/08/2026 (if to be replaced)

	7.2 Security Information and Event Management (SIEM)
	LogPoint
	 Retain. Consider alternative
	01/01/2026 (if to be replaced)

	7.3 Common Security and Risk Analysis
	Nessus Cloud, Tenable IO & Nessus Professional on premise
	Retain
	N/A

	7.4 User and Entity Behaviour Analytics
	None
	 To be considered
	01/08/2026 (if to be replaced)

	7.5 Threat Intelligence Integration
	None
	 To be considered
	01/08/2026 (if to be replaced)

	7.6 Automated Dynamic Policies
	None
	 To be considered
	01/08/2026 (if to be replaced)



The Data and Automation & Orchestration sections are considered as potential future development opportunities. These will be included if they form part of a wider product set or fall within any budget constraints.

	Data
	 
	 
	

	Element
	Current Service
	Requirements
	Replace by

	4.1 Data Catalogue Risk Assessment
	Process unknown
	 To be considered
	N/A

	4.2 DoD Enterprise Data Governance
	Process unknown
	 To be considered
	N/A

	4.3 Data Labelling and Tagging
	Microsoft 365 E5 Compliance
	 Retain
	N/A

	4.4 Data Monitoring and Sensing
	No current process
	 To be considered
	N/A

	4.5 Data Encryption & Rights Management
	Microsoft 365 E5 Compliance
	 Retain
	N/A

	4.6 Data Loss Prevention (DLP)
	Microsoft 365 E5 Compliance DLP
	 Retain
	N/A

	2.7 Data Access Control
	Process unknown
	 To be considered
	N/A

	
	
	
	

	Automation & Orchestration
	 
	 
	

	Element
	Current Service
	Requirements
	Replace by

	6.1 Policy Decision Point (PDP) & Policy Orchestration
	None
	To be considered
	N/A

	6.2 Critical Process Automation
	BluePrism RPA
	Retain 
	N/A

	6.3 Machine Learning
	none
	not required
	N/A

	6.4 Artificial Intelligence
	Microsoft Copilot & Azure AI Studio
	Retain 
	N/A

	6.5 Security Orchestration, Automation & Response (SOAR)
	None
	 To be considered
	N/A

	6.6 API Standardisation
	Third party software must use Gov standards
	 Retain
	N/A

	6.7 Security Operations Centre (SOC) & Incident Response (IR)
	None
	 To be considered
	N/A
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[bookmark: _Toc220919730]            High Level Network Overview
SD based Local Area Network - Procured in 2019 via CAE

All WAN and LAN devices were replaced with a Huawei based SD network solution. This included all routers, switches, access points, and core network infrastructure devices, including core firewalls.
The new SD network continued to use the Capita managed MPLS (Multi-protocol Label Switching) based backhaul, based on fixed/leased circuits. The Capita managed MPLS infrastructure was replaced by the Zero Trust/DIA network in 2023/24.

Core Network service

Although NCCs strategy is to move services to cloud hosting where appropriate, several services currently remain within the NCC data centres (DC).
All locally hosted services are located within two data centres in Norwich. The primary data centre is located within the County Hall building, and the secondary data centre is located within the Millennium Library.
The majority of services (90%) are actively served from the County Hall DC, with the Millennium DC service predominantly used as a resilient DC.
All core network equipment is replicated across both DCs. With fully resilient interconnectivity and internet resilience implemented within each.
The majority of all core network devices and DC firewalls are Huawei based, with the exception of:
· Cisco Nexus switches serving the VM ware infrastructure
· Meraki MX firewalls service as the internet demarcation
· Cisco Catalyst switches for Layer 2 connectivity between the County Hall DC and Millennium DC

Zero Trust Network Access (ZTNA)/DIA network

Procured in 2023/24 via Abzorb for internet connectivity and Cisco for the Umbrella product. This supplemented the existing ZTNA model used by all NCC laptops when working remotely from home or third party locations.

The new design kept the Huawei based network equipment, overlaying this on an internet based backhaul using IPSEC tunnels where communication with NCC DC hosted services is still required, with security now based on a zero-trust network access (ZTNA) connectivity model.
Strong end-point protection on NCC laptops has been key to the implementation of a Zero-Trust network access model.

The NCC ZTNA implementation leverages all security controls at the client endpoints and all network ingress/egress points. The transit is not trusted.
This includes full NCC client (Laptop/PC) endpoint protection, including multifactor authentication and encrypted access to application services. Full security controls are implemented at the County Hall data centre demarcation points.
However, NCC requirements have continued to develop, and circumstances continue to change as detailed below:
· Huawei have announced end of life for several key core network devices from 2025 onwards.
· Huawei no longer have a presence in the UK so finding support for our largely Huawei based network is becoming increasingly difficult.
· Wireless based connectivity has now taken precedence across the network. Now outnumbering LAN based connection 10:1. A reliable wireless service is now critical.
· The adoption of cloud-based services has continued to gain pace; this fundamentally changes the network requirements.
· Improvements to network resilience are required to take advantage of an internet-based network model.
· Continued improvements to the security posture of the NCC network and data is a key requirement. This could be via the continued adoption of the Zero Trust networking model. 

This strategy document defines the individual aspects of the NCC network, along with the current service descriptions and how it aligns with a full zero trust network model and any potential gaps. Any current issues and restrictions are also detailed.


[bookmark: _Toc220919731]Client Devices
[bookmark: _Toc220919732]Corporate Laptops
All corporate devices are configured using Zero Trust SASE (Secure Access Service Edge) principles.
No overall SASE product has been implemented, NCC instead using a tailored solution using a variety of products, processes, and vendors.
There are Circa:
· 9000 NCC corporate users
· Predominately all using laptops (8000)
· 800 NFRS users
· Circa 500 shared laptops have been issued.
· 400 GYBC users
· Using a mix of laptops and desktops

All devices, including laptops and desktops, will be configured with same principles as below.
The following table defines each client service element required under a SASE model.


	Service
	Current Product
	Description
	Current Issues

	VPN Service
	Microsoft Always On VPN
(AOVPN)
	8 resilient servers hosted within each of the two NCC DCs (4 in each).

Provides encrypted connectivity to services that are hosted within the NCC DCs, or for third party services that are connected via the NCC DCs

NCC uses the WPAD service in conjunction with the existing AOVPN and Cisco Umbrella configuration to ensure that traffic is routed appropriately, including:

* Traffic routed via any local IPSEC tunnel or via the AOVPN tunnel directly to the NCC DCs.
* Traffic split tunnelled directly to the internet. This in the case of WAN based or home-based clients.

	Reliant on the NCC DC’s. However, it is noted that the majority of traffic is retained within the NCC DCs, or the directly connected third parties. Minimal traffic is routed back to the internet (e.g. to Azure hosted services that are not internet accessible)


	Secure Web Gateway
	Cisco Umbrella
	See Cisco Umbrella (12.1

Secure Web Gateway Services) section for further details

Provides http/https internet filtering only.

Cisco anyconnect client installed locally.
This provides local DNS based filtering.
All approved http and https web-based traffic is tunnelled via the Cisco Umbrella cloud service for any additional filtering.
Where necessary specific traffic can be bypassed from filtering/routing via the Umbrella cloud

For a small number of devices within children’s homes Umbrellas Open DNS filtering, based on source IP address, has been applied.


	Only using part of the Umbrella functionality. 

The product is relatively expensive, particularly when our limited use (filtering only) of the product is considered.

Does not provide any client firewall functionality.

With the exception of the initial OpenDNS filtering, does not provide any additional filtering of non-standard web traffic.

	Endpoint firewall
	Windows Firewall
	Standard Microsoft windows firewall.

Configured via group policy.

All standard users are restricted from amending policies.

Customised inbound and outbound policies have been configured
	No URL/FQDN based filtering. All policies are based on source or destination IP/Port. 

Basic centralised logging

	Anti-Virus
	Microsoft Defender for Endpoint

	
	None

	Device compliance
	No formal product in use
	Software revisions are checked manually by staff and released for automatic deployment by SCCM, as necessary.

NCC uses strong group policy settings to prevent with the tampering of device settings or downloading unauthorised software. E.g. it is not possible to disable or update the windows firewall.

Unused laptops are automatically disabled after 90 days of no use.

No other network-based device compliance checks are performed. Should a device re-enter the network after an extended time in storage (but less than 90 days) it will potentially connect to the network for a limited time with out-of-date software revisions, at least until it gets picked up by the SCCM automated updated process.

	Network based device compliance has not been implemented. Therefore, conditional access based on device compliance/posture is not possible. However, NCCs strong patch management process partially mitigates this.


	Software/Patch management
	SCCM
	On premises version implemented.
All software and patch installations are served from servers located in the NCC DCs

	All packages are served from the NCC DCs; therefore, additional load is placed on client VPN connectivity services and core DC firewalls during peak times, e.g. office or major OS updates. This can often cause wider performance issues

	User onboarding
	No product
	Automated user creation based on data received from Oracle. 


AOVPN supports device tunnels for the deployment of laptops to new users. This allows machine authentication to a limited number of services, allowing full user enrolment.
	Full Integration to NCCs Oracle based HR system has not been implemented.


	Access Governance
	Microsoft AD – on prem & Entra ID

Or

Local system-controlled authentication
	Majority of Access policies created using Entra Security Groups, where group membership is automatically granted based on defined user attributes.
Access policies are defined on either:

· Microsoft Active Directory
· Local systems when AD integration is not enabled or possible.
	None


	Identity and Access Control
	Microsoft AD – on prem & Entra ID

Or

Local system-controlled authentication 
	Configured manually on Microsoft Active Directory

	None



[bookmark: _Toc220919733]
Other client devices

In addition, the following devices will connect to the NCC network. These will have bespoke configurations depending on the device:
· Other NCC managed devices:
· BMS (building management systems)
· CCTV
· Multi-function devices, including printers
· library patron counters
· Fire service call out devices
· LoRaWAN gateways (100)
· Media devices, such as Alexa and smart TVs
· Staff mobile phones
· 4G Cradlepoints
· Team based physical phones
· Libraries public terminals
· PoS devices
· Hybrid meeting room devices
· non managed devices
· Guest devices including laptops, tablets, and mobile phones. These will typically use the corporate or libraries guest wireless networks.


[bookmark: _Ref181793819][bookmark: _Ref181793837]

[bookmark: _Ref182465506][bookmark: _Ref182465512][bookmark: _Toc220919734]DC Core Network

8.1 [bookmark: _Ref181858519][bookmark: _Ref181858527][bookmark: _Toc220919735]Infrastructure Services
The NCC network is centralised across two data centres located at County Hall (primary) and the Millennium Library (secondary), which is approx. 2.5 miles from the primary data centre in County Hall. Each data centre is fully environmentally controlled with UPS/Battery backup. The County Hall data centre has additional generator based electrical backup. While all core network equipment is replicated across both data centres, the county hall DC hosts the majority of users and active services.
The primary data centre at County Hall is split between two rooms. Room LG09 is the primary DC room, located on the Lower ground floor. Room B35 is the secondary room, located in the basement at the opposite end of the building. All key circuits are diversely routed to each of the comms rooms. Key infrastructure hardware is clustered and split between the two comms rooms.
The Millennium library DC operates from a single room.
The core networks in each data centre are fully hardware resilient and are comprised of:
· Huawei USG Firewalls (see section 9.1 Core Firewalls)
· Huawei 12700 chassis-based core switches
· Incorporating wireless controllers
· Huawei Layer 2 and 3 switches to demarcate the zones:
· DMZ
· Internet
· Third Parties
· Cisco Layer 3 Nexus switches for DC connectivity for the VM infrastructure
· Huawei routers for WAN site GRE termination for all WAN sites

· Meraki MX450 firewalls for the internet demarcation at both DCs
· Huawei WAN termination CPE
· Cisco Catalyst 9500 switches to support the 2 x 10Gb inter DC connectivity between the County Hall DC and Millennium DC

VRF (Virtual Routing & Forwarding) segmentation is configured across the network, all user and service groups have a defined VRF. All inter VRF routing is performed by the DC based core Huawei USG firewalls. Firewall polices are also applied to restrict inter VRF access. VRFs include, but are not limited to:
· VRFs for user access include (primary VRFs listed only)
· VRF_USR_CORP
· Corporate devices, including laptops, PCs, and printers
· VRF_USR_LIB
· Libraries public terminals
· VRF_USR_GYBC
· Great Yarmouth Borough Council devices, including laptops, PCs and printers
· VRF_USR_3RDPARTY
· Non NCC user, including NORSE CCTV cameras in libraries and museums
· VRF_USR_DIRECT_INTERNET
· Used for direct internet breakout at all WAN sites by all corporate staff laptops.
· Split tunnelling has not been allowed. 
· VRF is not advertised outside of the local site
· VRF_RSC_RAS_PRIVATE
· All NCC hosted RAS (AOVPN – Always On VPN) services. All NCC laptops connect to the VRF via the RAS/AOVPN client.


· VRFs for infrastructure services include (primary VRFs listed only):
· VRF_RSC_DC_SERVICE
· All internally NCC hosted VM servers within the DC environment
· VRF_RSC_DC_DMZ
· All internet facing NCC hosted VM servers within the DC environment
· VRF_RSC_PSN
· Connection to PSN gateway
· VRF_RSC_HSCN
· Connection to HSCN (NHS) gateway
· VRF_RSC_3RDPARTY
· Connection to other 3rd party gateways.

BGP based routing is implemented across the core with all inter VRF routing occurring within the Huawei USG Firewalls (see section 9.1 Core Firewalls)


	Service
	Current Product
	Description
	Current Issues

	Core L3 switches
	County Hall: dual Huawei 12708 chassis based L3 switches operating in an SVF cluster, each with:
· 3 x 32 port 10Gb card
· 2 x 6 port 40Gb card
· Dual supervisor cards
· WiFi controller


Millennium: dual Huawei 12704 chassis based L3 switches operating in an SVF cluster, each with:
· 2 x 32 port 10Gb card
· Dual supervisor cards
· WiFi controller



	Provide all core connectivity and routing functionality of the core DC networks.

Provide County Hall to Millennium data centre interconnectivity via multiple L2 trunks. These are either configure as VXLAN trunks directly on the 12708, or via traditional L2 trunks on the Cisco Catalyst switches.

	core Huawei 12700 switches, end of support date announced for 31/12/2026.

Support for Huawei devices is becoming increasingly difficult.


	Huawei Layer 2 and 3 switches to demarcate the zones:
· DMZ
· Internet
· Third Parties

	· 8 x Huawei s5730si
· 9 x Huawei s5720ei

	All switches are installed in a fully resilient configuration with redundant devices installed.
Each service/zone is replicated across the two data centres, with L2 connectivity provided by the 12700s
 
All devices connect to the local core 12700 switch in each of the DCs

Provide infrastructure connectivity and segregation to the zones:
· DMZ
· For VM servers
· Internet
· For connection to the internet demarcation
· Third Parties
· For connection to third parties
	Support for Huawei devices is becoming increasingly difficult.


	Virtual infrastructure Switches
Note* not in scope of this lot
	4 x Cisco Nexus C93180YC-EX, Including Cisco N2K-C2248TP-E-1GE

	Configured as two resilient stacks within each of the two DCs.

Provides L3 LAN connectivity to the VM server infrastructure.

Connects directly to the local 12700 core switches.

All Server VLANs are configured on the Nexus switches using HSRP or VRRP. 90% of VLANs are active with the County Hall DC cluster, all VLANS are configured with HSRP/VRRP resilience to the alternate data centre. Nexus L2 connectivity between data centres is achieved via VXLAN trunks on the 12700 or via the cisco catalyst switches.

BGP peered to the core 12700 switches.

	Nexus switches end of SW maintenance is Aug 2023. With the end of vulnerability support being August 2025. End of HW support is Aug 2027 


	Huawei routers for WAN site GRE termination
	4 x Huawei NE20 routers
	2 x NE20 routers installed within each of the 2 data centres.

Provide a termination point for the GRE tunnel from all WAN sites (circa 200).
All WAN traffic for DC hosted service is routed over the GRE tunnels. 

Each WAN site (circa 200) will connect via an IPSEC tunnel to the Cisco Meraki firewalls. These IPSEC tunnels carry a GRE tunnel that terminate on the NE20s in a primary, secondary, tertiary topology.
Primary and secondary tunnels terminate in the County Hall DC, and the tertiary in the Millennium DC.
	Core Huawei NE20 end of support date announced for 30/06/2025.

Support for Huawei devices is becoming increasingly difficult.

The current design of GRE tunnel over an IPSEC tunnel is overly complex and prone to routing issues when one of the tunnels fail.


	Inter DC L2 connectivity

	4 x Cisco catalyst 9500 switches
	Installed as a resilient pair in each of the DCs.

Provide layer 2 connectivity between the two data centres via two 10Gb point to point circuits.


	Are under used, only providing layer 2 connectivity currently.




[bookmark: _Ref181795966][bookmark: _Ref181795970][bookmark: _Toc220919736]Network Access Control & Management
	Service
	Current Product
	Description
	Current Issues

	Network Authentication
	Huawei Agile Controller
	Virtual service hosted on the NCC VM infrastructure.

Provides RADIUS and TACACS authentication for the SD network, including.

· TACACS services for the management of all Huawei devices
· Guest wireless captive portals
· Guest wireless authentication via the captive portal and client persistence

	Huawei Agile controller (V100R003C60), it is understood that this product is EOD at 31/12/2022.

The failure of Huawei Agile controller represents a significant risk to:
· The ability to manage the Huawei network
· The ability to provide guest wireless services

	Network Management 
	Huawei Esight
	2 x devices, with one device installed in each of the NCC DCs. 

Provides reporting, network monitoring, and configuration backup and deployment functions for the Huawei based network
	Esight – is already EoS

Support for Huawei devices is becoming increasingly difficult.
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	Service
	Current Product
	Description
	Current Issues

	Internet Demarcation Firewall
	Cisco Meraki MX450
Cisco MS125-24 switches
	Three clusters of 2 firewalls, with two clusters installed with the County Hall DC and one within the Millennium DC.

Two clusters of 2 x MX450 firewalls have been implemented within the County Hall DC to overcome performance limitations of the MX450 device

Includes 4 x MS125-24 switches for L2 connectivity (2 at County Hall and 2 at Millennium)

Provides the demarcation between the internet service and the internal core networks (via the Huawei USG firewalls).

Provides the IPSEC termination for all circa 200 NCC WAN sites



	Meraki MX450 firewalls are cloud based and intended mainly for a Meraki SD environment; they have limited configurability option when deployed as a non cisco SD border firewall.

Have experienced ongoing performance issues and are performing well under their advertised specification.

MX firewalls have limited configurability and therefore flexibility. E.g. they are not capable of supporting Diffie Hellman group 20 key exchange, Certificate based IPSEC authentication, Source based IP NAT.

	Core Network Demarcation Firewall
	Huawei USG 6680
	Two clusters of 2 firewalls, with one cluster installed with the County Hall DC and one within the Millennium DC.

Provides all intra DC segregation. All intra VRF traffic is routed via the USG firewalls, with VRF specific policies applied.

Provide IPSEC tunnel connections to circa 20 third parties.

Does not provide any additional IPS/IDS functionality.


	USG firewalls, end of support date announced for 31/12/2027.

Hardware and software support is becoming increasingly difficult. In the event of a failure, it is unlikely that spares can be procured.

While service is currently PSN compliant, some third parties are refusing IPSEC tunnel connections to Huawei devices.
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	Service
	Current Product
	Description
	Current Issues

	Core DC Internet Bearers
	Resilient Abzorb 10Gb bearer (with 3Gb CDR)
	Provided by Abzorb under the existing WAN contract.

1 pair of resilient 10Gb bearers with 3Gb CDR are installed into the County Hall DC, with another 10/3Gb resilient pair in Millennium Library.

An independent /26 & /27 IP range (96 addresses) is provided for County Hall, and an independent /26 & /27 (96 addresses) provided for Millennium.

Provide inbound/outbound internet services to the NCC DCs

	None

	Tertiary DC Internet Bearers
	Resilient BT 1Gb bearer
	Resilient pair, with the primary circuit installed in the County Hall DC, and the secondary installed in the Millennium DC

Legacy internet connection that is used only for most of the 3rd Party IPSEC tunnels
	Service now has limited use; its functionality could be merged into the Abzorb internet bearers. 

DDoS protection has not been enabled.
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Excluding the County Hall campus, circa 200 WAN sites are deployed across the County.
· 47 Libraries
· 44 Fire stations
· 9 GYBC sites
· The remainder are corporate offices
All Wan sites have a Huawei router, and various numbers of Huawei switches and Access points.
All WAN routers connect via 3 GRE tunnels to the Huawei NE20 data centre CPE, these GRE tunnels are all routed over 2 IPSEC tunnels via the local DIA circuits to the Meraki MX450 firewalls. 
· Primary IPSEC Tunnel to County Hall Meraki firewalls. Carries:
· GRE tunnel 1 to the County Hall WAN CPE – Huawei NE20_01
· GRE tunnel 2 to the County Hall WAN CPE – Huawei NE20_02
· Secondary IPSEC Tunnel to Millennium Library Meraki firewalls. Carries:
· GRE tunnel 3 to the Millennium WAN CPE – Huawei NE20_03
Only VRFs required for the operation of the WAN site are advertised to the site (see section 8 DC Core Network)
All WAN sites have configured a direct internet breakout VRF (VRF_USR_DIRECT_INTERNET). All zero-trust based corporate laptops will break out directly to the internet and use the remote access AOVPN (Always on VPN) based service if access to resources located in the NCC DCs is required. These devices will not route traffic via the IPSEC tunnels.
Please see Appendix B & C for high level topology diagrams
All WAN sites and the County Hall campus host multiple Layer 2 switches and wireless access points for user LAN connectivity.
The majority of LAN switch port are hard configured with the appropriate VLAN/VRF. SD based control is largely not configured on switch ports.
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	Service
	Current Product
	Description
	Current Issues

	WAN Connectivity
	DIA (Direct Internet) Access circuits.
	All WAN circuits are DIA, provided under the Abzorb managed contract.

All sites have a minimum of 1 fixed IP address
	Do have a higher risk of intermittent outages and short periods of degraded performance over private leased circuits.

	4G Backup
	Cisco Meraki router & 4G Cradlepoint 
	4 x 4G backup solutions are available. These can be deployed at any WAN site when the primary DIA circuit will be down for an extended period.
	A suitable 4G service is not available at all locations.

Only 4 of these solutions are available currently, and they take time to deploy

	WAN Router CPE
	Either:
· Huawei AR6120 
· Huawei AR6121 or
· Huawei AR1220EV
	Connectivity
Provides:

· WAN connectivity via IPSEC tunnel to the NCC DCs
· Local breakout to directly access internet based services


	Hardware and software support is becoming increasingly difficult. In the event of a failure, it is unlikely that spares can be procured.
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LAN connectivity from WAN sites operates the same as that for County Hall. See section 11.2 Wired Connectivity
WiFi connectivity from WAN sites operates the same as that for County Hall. See section 11.1 Wi-Fi
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LAN connectivity has been divided into two sections covering WiFi and wired connection methods.
All WAN sites and the County Hall campus host multiple Layer 2 switches and wireless access points for user LAN connectivity.
The majority of LAN switch port are hard configured with the appropriate VLAN/VRF. SD based control is largely not configured on switch ports.
All wireless access points are configured in controller mode and require a CAPWAP based tunnel to the core 12700 based wireless controllers to function. 
SSIDs include:
	SSID
	Purpose
	Authentication Method and Network Access

	 NCC-Atom
	EPOS terminals
	wpa2 psk + MAC
Traffic breaks out directly to the internet

	 NFRS
	Norfolk Fire and Rescue devices
	wpa2 dot1x aes

Traffic breaks out to NCC LAN



	 NCC-Print
	NCC managed printers
	wpa2 psk

Traffic breaks out directly to the internet 



	 NCC-Staff
	NCC managed mobile phones
	wpa2 psk

Traffic breaks out to NCC LAN



	 GYBC_Guest
	Public access from GYBC offices
	Open access. Landing page with T&C acceptance required.

All traffic routed back via NCC DC’s and via transparent proxies for filtering 



	 Norfolk_CC
	NCC Staff located at County Hall
	wpa2 dot1x aes
PEAP based authentication using certificates for NCC corporate devices

Traffic breaks out to NCC LAN


	 Norfolk_PSK
	
	wpa2 psk

Traffic breaks out to NCC LAN



	 mobile-build
	NCC managed mobile phones
	wpa2 psk

Traffic breaks out to NCC LAN



	 NCC-partners
	NCC partner WiFi
	wpa2 psk

Traffic breaks out to NCC LAN



	 Libraries
	
	wpa2 psk

Traffic breaks out to NCC LAN


	 NCC_Libraries
	Public access from libraries

	Open access. Landing page with T&C acceptance required.

All traffic routed back via NCC DC’s and via transparent proxies for filtering



	 Norfolk_CC_v2
	NCC Staff located at WAN sites
	wpa2 dot1x aes
PEAP based authentication for NCC corporate devices located at WAN sites.
Traffic breaks out directly to the internet


	 Norfolk_Guest
	Public access from NCC offices
	Open access. Landing page with T&C acceptance required.

All traffic routed back via NCC DC’s and via transparent proxies for filtering



	 Norfolk_Portal
	
	wpa2 psk

Traffic breaks out to NCC LAN



	 govroam
	Govroam
	All internet traffic is routed via resilient transparent firewalls hosted in the NCC DCs. Authentication is carried out over RADIUS with JISC’s govroam RADIUS Servers via NCC’s Radius Proxies
All traffic routed back via NCC DC’s and via transparent proxies for filtering


	 eduroam
	Eduroam
	All internet traffic is routed via resilient transparent firewalls hosted in the NCC DCs. Authentication is carried out over RADIUS with JISC’s govroam RADIUS Servers via NCC’s Radius Proxies
All traffic routed back via NCC DC’s and via transparent proxies for filtering


	 NCC_Libraries_Wifi
	
	Open access. Landing page with T&C acceptance required.

All traffic routed back via NCC DC’s and via transparent proxies for filtering



	 NCC-BODYCAM
	Norfolk Fire and Rescue Service. Body worn cameras
	wpa2 psk

Traffic breaks out directly to the internet 


	 NCC-Facilities
	Building management services
	wpa2 psk

Break out to NCC LAN. 3rd Party VLAN


	 N-CORP
	Hertfordshire ICB SSID.
	wpa2 dot1x aes

Break out to NCC LAN. 3rd Party-NHS VLAN. Routes via HSCN


	 N-SMART
	Hertfordshire ICB SSID.
	wpa2 dot1x aes

Break out to NCC LAN. 3rd Party-NHS VLAN. Routes via HSCN
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	Service
	Current Product
	Description
	Current Issues

	Access Points
	Either:
· Huawei AP6052DN
· Huawei AP6750-10T
· Huawei AP7152DN
	Currently NCC has circa 663 Huawei access points deployed across the WAN and within the County Hall campus.

Circa 90% of all NCC corporate device connections are now wireless based. Wireless is a critical user service.

All access points are configured in a controller model, requiring CAPWAP based tunnel to the core wireless controllers located in County Hall. All configuration is completed centrally and automatically deployed to all access points. This includes the configuration of new SSIDs and any associated landing pages.

Multiple wireless SSID are configured, including those for staff access, and public guest access.
With the exception of the SSID for corporate staff (Norfolk_CC_v2), all wireless traffic is routed to the NCC DCs via the CAPWAP tunnel.
Following the implementation of the zero-trust DIA model at all Corporate WAN sites, NCC staff using wireless at an NCC office will break out directly to the internet.

Authentication to the wireless service will vary based on user/device. Corporate laptops will use 802.1x PEAP based authentication, Guest devices will be presented with a captive portal, and some other devices (e.g. smartphones) will use a PSK.

All corporate laptop authentication via 802.1x/PEAP is performed by the on-site Microsoft NPS service.

Additional Huawei RADIUS services (Agile Controller) provide guest authentication to the guest wireless networks and serve the wireless landing pages/captive portals to wireless clients. (see NAC section below)


	LAN access by NCC devices is now almost completely reliant on WiFi. This service is now considered essential.

Complete reliance on the core wireless controllers located within County Hall.
Any loss of communication with these controllers causes the AP to fail.

Hardware and software support is becoming increasingly difficult. In the event of a failure, it is unlikely that spares can be procured.







	Wireless Controller
	Huawei Embedded controller within the Core 12700 switches
	CAPWAP termination for all NCC access points
	See Issues for APs

Is a significant single point of failure.

	Authentication
	Either:
· Huawei Agile Service or
· Microsoft NPS
	See section 8.2 Network Access Control & Management
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	Service
	Current Product
	Description
	Current Issues

	Switches
	Either:
· Huawei 48 port S5730-68C-PWR-SI-AC
· Huawei 24 port S5730-48C-PWR-SI-AC or S5735-L24P4S-A

	Circa 330 LAN Huawei switches exist, with 238 of these installed across the WAN and 92 within the campus network int County Hall.

Circa 90% of all corporate laptop connections are now wireless based. Therefore, the switches are largely currently supporting local devices that cannot support wireless connectivity.

These provide wired LAN access to all non-wireless capable devices or based on a policy/configuration decision. This includes:
· Printers
· Libraries public terminals
· CCTV
· BMS
· Some NFRS (Fire Service) devices

SD LAN based 802.1x authentication to the wired LAN was originally intended but has now largely been removed except for a few remaining printers. All switch configuration is now based on the manual configuration of ports into the correct access VLAN appropriate for the use scenario. It should be noted that the requirement to reconfigure switch ports is an uncommon occurrence. 


	All switches have a lifetime warranty. The end of support date is currently not known. 

Support for Huawei devices is becoming increasingly difficult.
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	Service
	Current Product
	Description
	Current Issues

	Internet Filtering (for NCC devices)
	Cisco Umbrella (NCC licence)
	Provide all corporate web filtering

7500 licences

Licences expire November 2026

Provided by the Cisco anyconnect client installed on all devices

Used by:

· All corporate laptops and desktops
· All libraries public terminals

Provides DNS and category-based filtering
	Expensive

Uses port UDP 443 to tunnel traffic to the cisco cloud service. This port is not typically opened on guest networks, including Govroam at partner organisations.





	Internet Filtering (for SIA devices)
	Cisco Umbrella (Abzorb licence)
	89 licences

Used by guest devices with SIA children’s homes only

DNS filtering provided only.
	None

	Guest/bypass proxy
	PFSense
	Installed as a virtual service within the NCC VM infrastructure

Used by:
· NCC guest wireless traffic
· NCC servers
· Web bypass traffic that is routed via the county hall DCs
	Is reliant on the NCC DC infrastructure
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Third party connections that terminate within the NCC will either be connected via a private leased line circuit or via an IPSEC tunnel over the internet.
IPSEC connections will terminate directly on a DC firewall, leased line circuits will terminate within the 3rd party DMZ using a 3rd party VRF. All third-party traffic will be routed via the DC Huawei USG firewalls.

	Service
	Current Product
	Description
	Current Issues

	Core Network Demarcation Firewall

See section 9.1 Core Firewalls
	Huawei USG 6680
	See section 9.1 Core Firewalls

Terminates all third party IPSEC tunnels, including:

· Azure
· NEC
· Goss
· Aquila
· BluePrism
· Civica
· Motorola
· Centerprise
· Voluntary Norfolk
· MAIT

	See section 9.1 Core Firewalls for summary

Additional issues
In some instances, third parties are concerned with terminating IPSEC tunnels on Huawei devices. This concern is likely to grow.

	Internet Demarcation Firewall

See section 9.1 Core Firewalls
	Cisco Meraki MX450
Cisco MS125-24 switches
	See section 9.1 Core Firewalls

Terminates all WAN IPSEC tunnels, and also:

· PSN

	See section 9.1 Core Firewalls for summary

Additional issues
MX firewalls are not currently capable of supporting Diffie Hellman group 20 key exchange, Certificate based IPSEC authentication.

	Huawei Layer 2 and 3 switches to demarcate the zones:
· Third Parties

See section 8.1 Infrastructure Services

	See section 8.1 Infrastructure Services

	See section 8.1 Infrastructure Services

Terminates all physical lease line 3rd party circuits

· HSCN (provided by MLL)
· Youth Justice Board
· NORSE
· Liquid Logic

	See section 8.1 Infrastructure Services
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The virtual server infrastructure refresh will be launched as an independent procurement lot at a similar timeline to the network procurement lot.
This server procurement lot is outside the scope of the network procurement lot. Summary Information has been provided for informational purposes only.
Norfolk County Council is using a traditional tiered Compute and Storage platform, leveraging a mix of NetApp, HPE, Cisco and Microsoft technologies. Below is a detailed description.

	Service
	Current Product
	Description
	Current Issues

	Compute
	HPE DL380 Gen10 Servers
	· 20 Servers in total. 12 installed at the primary site and 8 at the secondary site.
· Each server has 2 x Xeon Gold 6126, 768GB RAM, Single 256GB SSD, 2 x QLogic Inc. QLogic 57810 10GB Adaptors (LAN, Storage, Management), 2 x BCM5719 Gigabit Ethernet (DMZ)
· All units contain redundant PSU and Fans.
	Approaching end of life (August 2026)
Failure rate increased in the last quarter

	Storage
	NetApp
	· Primary Site:
Dual Head AFF-A250 with 
1x NS224NSM8E NVME Disk Shelf (18x 7.68TB in total) and Dual Head FAS2720 with 2x DS212-12 NLSAS Disk Shelves (24x 16TB in total).
· Secondary Site:
Dual Head AFF-A250 with 
1x NS224NSM8E NVME Disk Shelf (18x 7.68TB in total) and Dual Head FAS2720 with 3x DS212-12 NLSAS Disk Shelves (36x 16TB in total).

Shared Features
· Used features: volume encryption, SnapMirror, SnapVault, SnapShot, Volume Cloning
· Policy driven configurations
· AD integration
· iSCSI, SMB (v2, v3), NFS (v3, v4)
· All units contain redundant PSU and Fans
· 25Gb NIC resilient connectivity

	None

	Hypervisor
	Microsoft Hyper-V (Server 2019 based)
	· Hypervisor configured with two Windows failover clusters with Live Migration and Hight Availability capabilities as well as Hyper-V Replica
· Management using System Centre virtual machine manager 2022
	Limited performance monitoring and alerting capabilities.

	Switching
	Cisco Nexus C93180YC-EX
Includes N2K-C2248TP-E-1GE
	· Two of these products installed at primary and the two at the secondary site
· High resilience configuration
· Storage and core connectivity at 25Gbps in a dual resilient link
· Server connectivity at 10Gbps in a dual resilient link
· All units contain redundant PSU and Fans
	Reached end of life 

	Backup
	NetApp SnapVault, SnapMirror, SnapShot
	· This capability is built in the NetApp storage
	None

	Disaster Recovery
	Hyper-V Replica
	· Configured between primary and secondary clusters
· It only replicated the production VMS (approx. 325)
	Requires more time for recovery after pausing.
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summary of existing network devices is included.
WAN & Access Layes devices
	WAN Routers

	Make
	Model
	 
	Qty

	Huawei
	AR6120
	 
	129

	Huawei
	AR6121
	 
	47

	Huawei
	AR1220EV
	 
	28

	Total
	 
	 
	204



	LAN Switches

	Make
	Model
	 
	Qty

	Huawei
	S5730-48C-SI-AC
	(24 port)
	0

	Huawei
	S5730-68C-SI-AC
	(48 port)
	0

	Huawei
	S5730-68C-PWR-SI-AC
	(48 port)
	63

	Huawei
	S5730-48C-PWR-SI-AC
	(24 port)
	83

	Huawei
	S5720-36C-EI-AC
	(24 port)
	0

	Huawei
	S5735-L24P4S-A
	(24 port)
	93

	Huawei
	S6720-30L-HI-24S
	(24 port)
	4

	Huawei
	S6720-56C-PWH-SI-AC
	(48 port)
	77

	Huawei
	S5720-16X-PWH-LI-AC
	(12 port)
	4

	Cisco
	WS-C2960C-8TC-L
	(8 port)
	1

	Other
	Misc TPLink, Netgear or Dahua switches for BMS
	
	5

	Total
	 
	 
	330



	Access Points

	Make
	Model
	 
	Qty

	Huawei
	AP6052DN
	 
	538

	Huawei
	AP6750-10T
	 
	110

	Huawei
	AP7152DN
	 
	35

	Total
	 
	 
	683












Core Data Centre Network Devices
	County Hall Core Network Devices

	Location
	Name
	Type
	Model
	Data centre location
	Total 100Mb ports
	Used 100Mb ports
	Total 1Gb ports
	Used 1Gb ports
	Total 10Gb ports
	Used 10Gb ports
	Total 40Gb ports
	Used 40Gb ports
	Installed Boards

	County Hall
	ncc-sw-h-s12708-chcore-01
	L3 Switch
	Dual chassis cluster:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	Chassis 1 - Huawei S12708
	LG09
	 
	 
	 
	 
	 
	 
	 
	 
	- Chassis 1 - S12700,ET1D2X32SX2H,32-Port 10GE SFP+ Interface Card(X2H,SFP+),80M TCAM
- Chassis 1 - S12700,ET1D2X32SX2H,32-Port 10GE SFP+ Interface Card(X2H,SFP+),80M TCAM
- Chassis 1 - S12700,ET1D2X32SX2H,32-Port 10GE SFP+ Interface Card(X2H,SFP+),80M TCAM
- Chassis 1 - S12700,ET1D2MPUA000,S12700,Main Processing Unit A(Optional clock)
- Chassis 1 - S12700,ET1D2MPUA000,S12700,Main Processing Unit A(Optional clock)
- Chassis 1 - S12700,ET1D2SFUD000,S12708/S12712,Switch Fabric Unit D
- Chassis 1 - S12700,ET1D2VQ06000,6-Port 40GE Cluster Switching System Service Unit (QSFP+)
- Chassis 1 - S12700,ET1D2SFUD000,S12708/S12712,Switch Fabric Unit D
- Chassis 1 - S12700,ET1D2VQ06000,6-Port 40GE Cluster Switching System Service Unit (QSFP+)

	 
	 
	 
	Chassis 2 - Huawei S12708
	B35
	 
	 
	 
	 
	 
	 
	 
	 
	- Chassis 2 - S12700,ET1D2X32SX2H,32-Port 10GE SFP+ Interface Card(X2H,SFP+),80M TCAM
- Chassis 2 - S12700,ET1D2X32SX2H,32-Port 10GE SFP+ Interface Card(X2H,SFP+),80M TCAM
- Chassis 2 - S12700,ET1D2X32SX2H,32-Port 10GE SFP+ Interface Card(X2H,SFP+),80M TCAM
- Chassis 2 - S12700,ET1D2MPUA000,S12700,Main Processing Unit A(Optional clock)
- Chassis 2 - S12700,ET1D2MPUA000,S12700,Main Processing Unit A(Optional clock)
- Chassis 2 - S12700,ET1D2SFUD000,S12708/S12712,Switch Fabric Unit D
- Chassis 2 - S12700,ET1D2VQ06000,6-Port 40GE Cluster Switching System Service Unit (QSFP+)
- Chassis 2 - S12700,ET1D2SFUD000,S12708/S12712,Switch Fabric Unit D
- Chassis 2 - S12700,ET1D2VQ06000,6-Port 40GE Cluster Switching System Service Unit (QSFP+)

	County Hall
	ncc-fw-h-usg6680e-chsecurity-01
	Firewall
	Dual firewall cluster (in active/standby arrangement):
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	Firewall 1 - Huawei USG6680E-AC
	LG09
	0
	0
	0
	0
	28
	4
	4
	2
	 

	 
	 
	 
	Firewall 2 - Huawei USG6680E-AC
	B35
	0
	0
	0
	0
	28
	4
	4
	2
	 

	County Hall
	ncc-rt-h-ne20e-chwan-01
	Router
	Huawei NE20E-S2F
	LG09
	 
	 
	 
	 
	 
	 
	 
	 
	 

	County Hall
	ncc-rt-h-ne20e-chwan-02
	Router
	Huawei NE20E-S2F
	B35
	 
	 
	 
	 
	 
	 
	 
	 
	 

	County Hall
	NCC-SW-CH-N93180-01
	L3 Switch
	cisco Nexus chassis
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 Note* Not in scope of this procurement
	 
	Cisco Nexus9000 C93180YC-EX chassis
	LG09
	0
	0
	0
	0
	48
	27
	6
	4
	 

	 
	 
	 
	Cisco Extender Model: N2K-C2248TP-E-1GE
	LG09
	0
	0
	48
	15
	0
	0
	0
	0
	 

	County Hall
	NCC-SW-CH-N93180-02
	L3 Switch
	cisco Nexus chassis
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 Note* Not in scope of this procurement
	 
	Cisco Nexus9000 C93180YC-EX chassis
	LG09
	0
	0
	0
	0
	48
	27
	6
	4
	 

	 
	 
	 
	Cisco Extender Model: N2K-C2248TP-E-1GE
	LG09
	0
	0
	48
	10
	0
	0
	0
	0
	 

	County Hall
	ncc-sw-h-s5720ei-chdmz-01
	L3 Switch
	3 switch stack:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	switch 1: Huawei S5720-36C-EI-AC
	LG09
	0
	0
	28
	19
	4
	3
	0
	0
	 

	 
	 
	 
	switch 2: Huawei S5720-36C-EI-AC
	LG09
	0
	0
	28
	20
	4
	2
	0
	0
	 

	 
	 
	 
	switch 3: Huawei S5720-36C-EI-AC
	B35
	0
	0
	28
	0
	4
	3
	0
	0
	 

	County Hall
	ncc-sw-h-s5720ei-chinternet-01
	L3 Switch
	2 switch stack:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	switch 1: Huawei S5720-36C-EI-AC
	LG09
	0
	0
	28
	5
	4
	3
	0
	0
	 

	 
	 
	 
	switch 2: Huawei S5720-36C-EI-AC
	B35
	0
	0
	28
	2
	4
	3
	0
	0
	 

	County Hall
	ncc-sw-h-s5730si-3rdparty-01
	Switch
	2 switch stack:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	switch 1: Huawei S5730-48C-SI-AC
	LG09
	0
	0
	24
	2
	8
	3
	0
	0
	 

	 
	 
	 
	switch 2: Huawei S5730-48C-SI-AC
	B35
	0
	0
	24
	0
	8
	3
	0
	0
	 

	County Hall
	ncc-sw-h-s5730si-chsecurity-01
	Switch
	2 switch stack:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	switch 1: Huawei S5730-48C-SI-AC
	LG09
	0
	0
	24
	0
	8
	7
	0
	0
	 

	 
	 
	 
	switch 2: Huawei S5730-48C-SI-AC
	B35
	0
	0
	24
	0
	8
	8
	0
	0
	 

	County Hall
	ncc-sw-h-s5730si-chserver-01
	Switch
	3 switch stack:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	switch 1: Huawei S5730-68C-SI-AC
	LG09
	0
	0
	48
	10
	4
	3
	0
	0
	 

	 
	 
	 
	switch 2: Huawei S5730-68C-SI-AC
	B35
	0
	0
	48
	4
	4
	3
	0
	0
	 

	 
	 
	 
	switch 3: Huawei S5730-68C-PWR-SI-AC
	LG09
	0
	0
	48
	30
	4
	2
	0
	0
	 

	County Hall
	NFK_CH_10G_SW_01
	L3 Switch
	2 switch stack:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	switch 1: Cisco C9500-16X (CAT9K_IOSXE)
	LG09
	0
	0
	0
	0
	24
	7
	2
	0
	 

	 
	 
	 
	switch 2: Cisco C9500-16X (CAT9K_IOSXE)
	B35
	0
	0
	0
	0
	24
	5
	2
	0
	 

	County Hall
	ncc-fw-h-mx-450-chinternet-01
	Firewall
	Cisco Meraki MX450
	LG09
	0
	0
	16
	0
	10
	3
	0
	0
	

	County Hall
	ncc-fw-h-mx-450-chinternet-02
	Firewall
	Cisco Meraki MX450
	B35
	0
	0
	16
	0
	10
	3
	0
	0
	

	County Hall
	ncc-fw-h-mx-450-chinternet-03
	Firewall
	Cisco Meraki MX450
	LG09
	0
	0
	16
	0
	10
	3
	0
	0
	

	County Hall
	ncc-fw-h-mx-450-chinternet-04
	Firewall
	Cisco Meraki MX450
	B35
	0
	0
	16
	0
	10
	2
	0
	0
	

	County Hall
	ncc-sw-h-ms125-chinternet-01
	Switch
	Cisco Meraki MS125-24
	LG09
	0
	0
	24
	3
	4
	4
	0
	0
	

	County Hall
	ncc-sw-h-ms125-chinternet-02
	Switch
	Cisco Meraki MS125-24
	B35
	0
	0
	24
	2
	4
	4
	0
	0
	




	Millennium Library Core Network Devices

	Location
	Name
	Type
	Model
	Data centre location
	Total 100Mb ports
	Used 100Mb ports
	Total 1Gb ports
	Used 1Gb ports
	Total 10Gb ports
	Used 10Gb ports
	Total 40Gb ports
	Used 40Gb ports
	Installed Boards

	Millennium
	ncc-sw-h-s12704-mlcore-01
	L3 Switch
	Dual chassis cluster:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	Chassis 1 - Huawei S12704
	Gnd
	 
	 
	 
	 
	 
	 
	 
	 
	- Chassis 1 - S12700,ET1D2X32SX2H,32-Port 10GE SFP+ Interface Card(X2H,SFP+),80M TCAM
- Chassis 1 - S12700,ET1D2X32SX2H,32-Port 10GE SFP+ Interface Card(X2H,SFP+),80M TCAM
- Chassis 1 - S12700,ET1D2MPUA000,S12700,Main Processing Unit A(Optional clock)
- Chassis 1 - S12700,ET1D2MPUA000,S12700,Main Processing Unit A(Optional clock)
- Chassis 1 - S12700,ET1D2SFUB000,S12700,Switch Fabric Unit B
- Chassis 1 - S12700,ET1D2SFUB000,S12700,Switch Fabric Unit B

	 
	 
	 
	Chassis 2 - Huawei S12704
	Gnd
	 
	 
	 
	 
	 
	 
	 
	 
	- Chassis 2 - S12700,ET1D2X32SX2H,32-Port 10GE SFP+ Interface Card(X2H,SFP+),80M TCAM
- Chassis 2 - S12700,ET1D2X32SX2H,32-Port 10GE SFP+ Interface Card(X2H,SFP+),80M TCAM
- Chassis 2 - S12700,ET1D2MPUA000,S12700,Main Processing Unit A(Optional clock)
- Chassis 2 - S12700,ET1D2MPUA000,S12700,Main Processing Unit A(Optional clock)
- Chassis 2 - S12700,ET1D2SFUB000,S12700,Switch Fabric Unit B
- Chassis 2 - S12700,ET1D2SFUB000,S12700,Switch Fabric Unit B

	Millennium
	ncc-fw-h-usg6680e-mlsecurity-01
	Firewall
	Dual firewall cluster (in active/standby arrangement):
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	Firewall 1 - Huawei USG6680E-AC
	Gnd
	0
	0
	0
	0
	28
	4
	4
	2
	 

	 
	 
	 
	Firewall 2 - Huawei USG6680E-AC
	Gnd
	0
	0
	0
	0
	28
	4
	4
	2
	 

	Millennium
	ncc-rt-h-ne20e-mlwan-01
	Router
	Huawei NE20E-S2F
	Gnd
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Millennium
	ncc-rt-h-ne20e-mlwan-02
	Router
	Huawei NE20E-S2F
	Gnd
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Millennium
	NCC-SW-ML-N93180-01
	L3 Switch
	cisco Nexus chassis
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 Note* Not in scope of this procurement
	 
	Cisco Nexus9000 C93180YC-EX chassis
	Gnd
	0
	0
	0
	0
	48
	18
	6
	4
	 

	 
	 
	 
	Cisco Extender Model: N2K-C2248TP-E-1GE
	Gnd
	0
	0
	48
	3
	0
	0
	0
	0
	 

	Millennium
	NCC-SW-ML-N93180-02
	L3 Switch
	cisco Nexus chassis
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 Note* Not in scope of this procurement
	 
	Cisco Nexus9000 C93180YC-EX chassis
	Gnd
	0
	0
	0
	0
	48
	18
	6
	4
	 

	 
	 
	 
	Cisco Extender Model: N2K-C2248TP-E-1GE
	Gnd
	0
	0
	48
	1
	0
	0
	0
	0
	 

	Millennium
	ncc-sw-h-s5720ei-mldmz-01
	L3 Switch
	2 switch stack:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	switch 1: Huawei S5720-36C-EI-AC
	Gnd
	0
	0
	28
	11
	4
	3
	0
	0
	 

	 
	 
	 
	switch 2: Huawei S5720-36C-EI-AC
	Gnd
	0
	0
	28
	15
	4
	3
	0
	0
	 

	Millennium
	ncc-sw-h-s5720ei-mlinternet-01
	L3 Switch
	2 switch stack:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	switch 1: Huawei S5720-36C-EI-AC
	Gnd
	0
	0
	28
	7
	4
	3
	0
	0
	 

	 
	 
	 
	switch 2: Huawei S5720-36C-EI-AC
	Gnd
	0
	0
	28
	0
	4
	3
	0
	0
	 

	Millennium
	ncc-sw-h-s5730si-mlserver-01
	Switch
	Huawei S5730-68C-SI-AC
	Gnd
	0
	0
	48
	9
	4
	2
	0
	0
	 

	Millennium
	ncc-sw-h-s5730si-mlssecurity-01
	Switch
	2 switch stack:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	switch 1: Huawei S5730-48C-SI-AC
	Gnd
	0
	0
	24
	0
	8
	6
	0
	0
	 

	 
	 
	 
	switch 2: Huawei S5730-48C-SI-AC
	Gnd
	0
	0
	24
	0
	8
	6
	0
	0
	 

	Millennium
	NFK_ML_10G_SW_01
	L3 Switch
	2 switch stack:
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	 
	 
	 
	switch 1: Cisco C9500-16X (CAT9K_IOSXE)
	Gnd
	0
	0
	0
	0
	24
	7
	2
	0
	 

	 
	 
	 
	switch 2: Cisco C9500-16X (CAT9K_IOSXE)
	Gnd
	0
	0
	0
	0
	24
	5
	2
	0
	 

	Millennium
	ncc-sw-ml-netappmgmt-01
	Switch
	Cisco WS-C2960-48TT-L
	Gnd
	48
	17
	2
	1
	0
	0
	0
	0
	 

	Millennium
	ncc-fw-h-mx-450-mlinternet-01
	Firewall
	Cisco Meraki MX450
	Gnd
	0
	0
	16
	0
	10
	3
	0
	0
	

	Millennium
	ncc-fw-h-mx-450-mlinternet-02
	Firewall
	Cisco Meraki MX450
	Gnd
	0
	0
	16
	0
	10
	3
	0
	0
	

	Millennium
	ncc-sw-h-ms125-mlinternet-01
	Switch
	Cisco Meraki MS125-24
	Gnd
	0
	0
	24
	4
	4
	3
	0
	0
	

	Millennium
	ncc-sw-h-ms125-mlinternet-02
	Switch
	Cisco Meraki MS125-24
	Gnd
	0
	0
	24
	0
	4
	3
	0
	0
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VLAN 2001: 192.168.131.9
RIPE: 85.199.235.80
RIPE: 185.14.222.100 (Temp via MX02)
RAS Client Pool: 10.116.144.0/20

aovpn-ch-h-03
VLAN 2006: 192.168.136.13
VLAN 2001: 192.168.131.10
RIPE: 85.199.235.79
RIPE: 185.14.222.101 (Temp via MX02)
RAS Client Pool: 10.116.160.0/20

Aovpn-ch-h-04
VLAN 2006: 192.168.136.10
VLAN 2001: 192.168.131.11
RIPE: 85.199.235.77
RIPE: 185.14.222.102 (Temp via MX02)
RAS Client Pool: 10.116.176.0/20
VRF_RSC_DC_DMZ_MX
4 x AOVPN Server
VLAN 2006
VRF_RSC_DC_DMZ_MX
192.168.136.0/24
.3
VIP=.1
CHDMZ=.3
MLDMZ=.4
VRF_RSC_RAS_PRIVATE
VLAN 2001
VRF_RSC_RAS_PRIVATE
192.168.131.0/24
.3
VIP=.1
CHDMZ=.3 (active VRRP)
MLDMZ=.4

Meraki MX450 FW
Huawei USG FW
VLAN 676
VLAN 677
VRF_RSC_ML_INTERNET_MERAKI
10.253.10.32/27
.34
.33
85.199.235.128/26
.129
VIP = .129
rtr1 = .130
rtr2 = .131
.134
VIP = .134
MX1 = .132
MX2 = .133
Huawei 12704
s5720ei-mldmz-01
VRF_RSC_ML_DC_DMZ_MX
4 x AOVPN Server
VLAN 2007
VRF_RSC_ML_DC_DMZ_MX
192.168.137.0/24
.4
VIP=.1
CHDMZ=.3
MLDMZ=.4
VRF_RSC_RAS_PRIVATE
VLAN 2001
VRF_RSC_RAS_PRIVATE
192.168.131.0/24
.4
VIP=.1
CHDMZ=.3
(standby VRRP) MLDMZ=.4
VRF_RSC_RAS_PRIVATE
VLAN 2001 trunked via VXLAN L2 trunk
Static routes applied on DMZ L3 switches to route relevant RAS client 10.114.x or 10.116.x pools to the correct AOVPN server
AOVPN RAS client ranges are:

10.114.128.0/20
10.114.144.0/20
10.114.160.0/20
10.114.176.0/20
10.116.128.0/20
10.116.144.0/20
10.116.160.0/20
10.116.176.0/20
ISP Router
ISP Router
Connection Summary

Client initiates AOVPN to aovpn.norfolk.gov.uk
Aovpn.norfolk.gov.uk resolves to MS traffic manager, which will loadbalance between the 8 RIPE addresses allocated to the VM based AOVPN servers in the CH and ML DCs.
Inbound internet connections are received via the CH or ML internet circuits into the local Meraki MX FW.
These are passed to the local Huawei USG FW on the external internet VRF.
The USG will forward the requests via the DMZ VRF to the relevant AOVPN server on either VLAN 2006 (CH) or VLAN 2007 (ML)
The AOVPN servers allocate the client an IP address from the local RAS pool (10.116.x or 10.114.x) and forwards all client traffic to the VLAN 2001 GW on VRF_RSC_RAS_PRIVATE on the CH DMZ L3 switch. (Note* this GW is VRRP active on the county hall DMZ switch, while internet side traffic will be received directly into ML all ML LAN side traffic will be trunked to the CH DMZ switch via the VXLAN L2 trunk, and routed via the CH USG FWs)
CH DMZ forwards all LAN side traffic to the CH USG FW for routing to the required service
Microsoft
Traffic Manager
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INTERNET
COUNTY HALL
MILLENNIUM LIBRARY
Meraki MX450 FW
Huawei USG FW
VLAN 675
VLAN 677
VRF_RSC_INTERNET_MERAKI
10.253.10.0/27
.2
.1
85.199.235.64/26
.65
VIP = .65
rtr1 = .66
rtr2 = .67
.70
VIP = .70
MX1 = .68
MX2 = .69
MX1 = .2
MX2 = .3
Huawei 12708
s5720ei-chdmz-01
ML AOVPN SERVER IP CONFIG

aovpn-ml-h-04
RIPE: 85.199.235.144
VLAN 2007: 192.168.137.13
VLAN 2001: 192.168.131.14
RAS Client Pool: 10.114.160.0/20

aovpn-ml-h-03
RIPE: 85.199.235.143
VLAN 2007: 192.168.137.12
VLAN 2001: 192.168.131.13
RAS Client Pool: 10.114.144.0/20

aovpn-ml-h-02
RIPE: 85.199.235.142
VLAN 2007: 192.168.137.11
VLAN 2001: 192.168.131.12
RAS Client Pool: 10.114.128.0/20

aovpn-ml-h-01
RIPE: 85.199.235.141
VLAN 2007: 192.168.137.10
VLAN 2001: 192.168.131.15
RAS Client Pool: 10.114.176.0/20
CH AOVPN SERVER IP CONFIG

Aovpn-ch-h
RIPE: 85.199.235.78
RIPE: 85.199.235.123 (Temp via MX02)
VLAN 2006: 192.168.136.11
VLAN 2001: 192.168.131.8
RAS Client Pool: 10.116.128.0/20

aovpn-ch-h-02
VLAN 2006: 192.168.136.12
VLAN 2001: 192.168.131.9
RIPE: 85.199.235.80
RIPE: 185.14.222.100 (Temp via MX02)
RAS Client Pool: 10.116.144.0/20

aovpn-ch-h-03
VLAN 2006: 192.168.136.13
VLAN 2001: 192.168.131.10
RIPE: 85.199.235.79
RIPE: 185.14.222.101 (Temp via MX02)
RAS Client Pool: 10.116.160.0/20

Aovpn-ch-h-04
VLAN 2006: 192.168.136.10
VLAN 2001: 192.168.131.11
RIPE: 85.199.235.77
RIPE: 185.14.222.102 (Temp via MX02)
RAS Client Pool: 10.116.176.0/20
VRF_RSC_DC_DMZ_MX
4 x AOVPN Server
VLAN 2006
VRF_RSC_DC_DMZ_MX
192.168.136.0/24
.3
VIP=.1
CHDMZ=.3
MLDMZ=.4
VRF_RSC_RAS_PRIVATE
VLAN 2001
VRF_RSC_RAS_PRIVATE
192.168.131.0/24
.3
VIP=.1
CHDMZ=.3 (active VRRP)
MLDMZ=.4

Meraki MX450 FW
Huawei USG FW
VLAN 676
VLAN 677
VRF_RSC_ML_INTERNET_MERAKI
10.253.10.32/27
.34
.33
85.199.235.128/26
.129
VIP = .129
rtr1 = .130
rtr2 = .131
.134
VIP = .134
MX1 = .132
MX2 = .133
Huawei 12704
s5720ei-mldmz-01
VRF_RSC_ML_DC_DMZ_MX
4 x AOVPN Server
VLAN 2007
VRF_RSC_ML_DC_DMZ_MX
192.168.137.0/24
.4
VIP=.1
CHDMZ=.3
MLDMZ=.4
VRF_RSC_RAS_PRIVATE
VLAN 2001
VRF_RSC_RAS_PRIVATE
192.168.131.0/24
.4
VIP=.1
CHDMZ=.3
(standby VRRP) MLDMZ=.4
VRF_RSC_RAS_PRIVATE
VLAN 2001 trunked via VXLAN L2 trunk
Static routes applied on DMZ L3 switches to route relevant RAS client 10.114.x or 10.116.x pools to the correct AOVPN server
AOVPN RAS client ranges are:

10.114.128.0/20
10.114.144.0/20
10.114.160.0/20
10.114.176.0/20
10.116.128.0/20
10.116.144.0/20
10.116.160.0/20
10.116.176.0/20
ISP Router
ISP Router
Connection Summary

Client initiates AOVPN to aovpn.norfolk.gov.uk
Aovpn.norfolk.gov.uk resolves to MS traffic manager, which will loadbalance between the 8 RIPE addresses allocated to the VM based AOVPN servers in the CH and ML DCs.
Inbound internet connections are received via the CH or ML internet circuits into the local Meraki MX FW.
These are passed to the local Huawei USG FW on the external internet VRF.
The USG will forward the requests via the DMZ VRF to the relevant AOVPN server on either VLAN 2006 (CH) or VLAN 2007 (ML)
The AOVPN servers allocate the client an IP address from the local RAS pool (10.116.x or 10.114.x) and forwards all client traffic to the VLAN 2001 GW on VRF_RSC_RAS_PRIVATE on the CH DMZ L3 switch. (Note* this GW is VRRP active on the county hall DMZ switch, while internet side traffic will be received directly into ML all ML LAN side traffic will be trunked to the CH DMZ switch via the VXLAN L2 trunk, and routed via the CH USG FWs)
CH DMZ forwards all LAN side traffic to the CH USG FW for routing to the required service
Microsoft
Traffic Manager
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WAN Site Overview

 200 sites.

 Connect via IPSEC tunnels over DIA circuits to the NCC data centre firewalls.

 NCC SD based LAN transits via GRE tunnels over the IPSEC tunnels to each WAN site

 Corporate devices on wired LAN:

 Connect to the appropriate user VRF. For corporate staff this is VRF_USR_CORP

 All PSN traffic is routed via the NCC DC over the SD network IPSEC tunnels. 

 Corporate devices on wireless:

 All Access Points CAPWAP tunnelled to the NCC DC wireless controllers

 Corporate laptops/PCs connect to SSID via cert based authentication

 All devices will use the standard NCC RAS policy

 All direct internet traffic will break out locally direct to the internet

 All internally hosted services, including PSN traffic, will route via the AOVPN 

client to the NCC DCs via secure tunnel.
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 Approx 8,000 active devices.
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 AOVPN connection enforced when connecting from non-secure 

network. Secure networks are:

 Wired LAN connection at WAN Site

 Wired LAN connection at County Hall LAN

 Wireless connection at County Hall

 Split tunnelling implemented. All direct internet traffic will break out 

locally direct to the internet

 All internally hosted services, including PSN traffic, will route via the 

AOVPN client to the NCC DCs via secure tunnel.
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WAN Site Overview
200 sites.
Connect via IPSEC tunnels over DIA circuits to the NCC data centre firewalls.
NCC SD based LAN transits via GRE tunnels over the IPSEC tunnels to each WAN site
Corporate devices on wired LAN:
Connect to the appropriate user VRF. For corporate staff this is VRF_USR_CORP
All PSN traffic is routed via the NCC DC over the SD network IPSEC tunnels. 
Corporate devices on wireless:
All Access Points CAPWAP tunnelled to the NCC DC wireless controllers
Corporate laptops/PCs connect to SSID via cert based authentication
All devices will use the standard NCC RAS policy
All direct internet traffic will break out locally direct to the internet
All internally hosted services, including PSN traffic, will route via the AOVPN client to the NCC DCs via secure tunnel.
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VRF: VRF_RSC_3RDPARTY
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Connections to third parties
Connection to corporate LAN PCs
All VRFs fully segregated via the USG6680 firewalls. Policies restrict access to required services only
Internet Gateway Firewall
NCC DATA CENTRE
NCC WAN SITE
Connection to corporate LAN PCs via: VRF_USR_CORP
Access Point
Connection to corporate WiFi PCs via AOVPN RAS via direct internet connection via:
VRF_USR_DIRECT_INTERNET
Key
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LAN Traffic to PSN

RAS Traffic to PSN
Connection to corporate LAN PCs via AOVPN RAS using secure tunnel to NCC AOVPN servers
Home Worker (RAS)
VRF: VRF_RSC_DMZ

Access Point
Public devices
COUNTY HALL, NORWICH
PC Estate Overview
Approx 8,000 active devices.
All installed with zero trust networking, including:
AOVPN
Cisco Umbrella
Client firewall
County Hall Site Overview
Up to 2,500 user connections possible
Corporate devices on LAN:
Connect to the appropriate user VRF. For corporate staff this is VRF_USR_CORP
All PSN traffic is routed via the NCC DC firewalls
Corporate devices on wireless:
All Access Points CAPWAP tunnelled to the NCC DC wireless controllers
Corporate laptops/PCs connect to SSID via cert based authentication
Connect to the appropriate user VRF. For corporate staff this is VRF_USR_CORP
All PSN traffic is routed via the NCC DC firewall
RAS Policy
AOVPN connection enforced when connecting from non-secure network. Secure networks are:
Wired LAN connection at WAN Site
Wired LAN connection at County Hall LAN
Wireless connection at County Hall
Split tunnelling implemented. All direct internet traffic will break out locally direct to the internet
All internally hosted services, including PSN traffic, will route via the AOVPN client to the NCC DCs via secure tunnel.
PSN Services (consumed by NCC)
DWP Searchlight
Joint Asset Recovery Database
No PSN services served from NCC DC
Public/guest Wireless Overview
All Access Points CAPWAP tunnelled to the NCC DC wireless controllers
Guest devices connect to bespoke guest SSIDs
Connect to the appropriate user VRF. For public use this is VRF_USR_PUBLIC
All traffic segregated by the USG6680 firewalls
No access to PSN services permitted
Public/Guest WiFi



